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Abstract

We consider the stability of bound-state solutions of a family of reg-
ularized nonlinear Schrödinger equations which were introduced by Du-
mas, Lannes and Szeftel as models for the propagation of laser beams.
Among these bound-state solutions are ground states, which are defined
as solutions of a variational problem. We give a sufficient condition for
existence and orbital stability of ground states, and use it to verify that
ground states exist and are stable over a wider range of nonlinearities
than for the nonregularized nonlinear Schrödinger equation. We also give
another sufficient and almost necessary condition for stability of general
bound states, and show that some stable bound states exist which are not
ground states.

Keywords: Nonlinear Schrödinger equation, regularization, bound states,
ground states, stability

1 Introduction

In this paper, we consider regularized nonlinear Schrödinger equations recently
introduced as models for the propagation of laser beams in [11], and further
studied in [2, 3, 23]. One of these equations is the fully regularized equation

i(u− β∆u)t + ∆u+ |u|pu = 0, (1.1)

with β > 0, whose relation to the nonlinear Schrödinger (NLS) equation,

iut + ∆u+ |u|pu = 0, (1.2)

is similar to that between the Korteweg-de Vries equation

ut + ux + uxxx + uux = 0
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and its regularized counterpart, the Benjamin-Bona-Mahony equation [4]

(u− βuxx)t + ux + uxxx + uux = 0. (1.3)

More generally, we will consider partially regularized equations of the form

i(Pβu)t + ∆u+ |u|pu = 0. (1.4)

In (1.4), the complex-valued function u(x, t) is defined for t ∈ R and x ∈ Rd,
d ≥ 1. In the physical situations for which (1.4) is derived as a model equation
in [11], β is a real parameter with 0 < β � 1, but for the purposes of the present
paper we only need to assume that β > 0.

The operator Pβ is defined as follows. Fix an integer k such that 0 ≤ k ≤ d.
Let x = (x1, . . . , xd) ∈ Rd. For 1 ≤ k ≤ d − 1, we write x = (x, y), where
x = (x1, . . . , xd−k) ∈ Rd−k and y = (y1, . . . , yk) ∈ Rk, where yj = xd−k+j for
1 ≤ j ≤ k. We define

Pβu := u− β∆yu,

where ∆yu =
∑k
j=1 uyjyj . In case k = d, we define Pβu = u−β∆u, so that (1.4)

becomes (1.1). In the case k = 0, we simply define Pβu = u, so that then (1.4)
reduces to (1.2). When 1 ≤ k ≤ d− 1, the inclusion of the operator Pβ in (1.4)
has the effect of inducing regularization in some, but not all, of the coordinate
directions in Rd.

Our goal here is to study the effect of this partial regularization on the
stability of bound-state solutions of (1.4), i.e. solutions of the form

u(x, t) = eiωtϕ(x)

where ω is real and ϕ is in the L2-based Sobolev space H1(Rd). First, in
Theorems 1.8, 4.11, and 4.12, we give a variational characterization of certain
bound states, known as ground states, and prove their orbital stability by a
method similar to that used by Cazenave and Lions for the NLS equation in
[9]. Then in Theorem 1.9, we prove the orbital stability of a wider class of
bound-state solutions corresponding to phase speeds ω such that m′(ω) > 0,
where m(ω) is the function defined below in (1.13). The condition m′(ω) > 0
was identified by M. Weinstein [26, 27, 28] as a sufficient condition for orbital
stability for bound-state solutions of the NLS equation, corresponding to the
case k = 0, and the proof of Theorem 1.9 proceeds by generalizing Weinstein’s
approach to the case k ≥ 1.

Our stability results concern the initial-value problem set for equation (1.4)
in certain inhomogeneous Sobolev spaces which we now proceed to define.

Definition 1.1. For d ≥ 1, 0 ≤ k ≤ d, and l ∈ N, let Xk,l be the space of all
functions u ∈ L2(Rd) such that

(1 + ∆y)
1/2

u ∈ H l(Rd).
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When k = 0, then Xk,l = H l(Rd), and when k = d then Xk,l = H l+1(Rd).
When 1 ≤ k ≤ d − 1, then Xk,l can be characterized as follows. Define
L2(Rd−kx , H1(Rdy)) to be the space of all functions u(x) = u(x, y) such that

‖u‖L2(Rd−k
x ,H1(Rd

y)) =

(∫
Rd−k

x

‖u(x, ·)‖2H1(Rd
y) dx

)1/2

<∞.

Then Xk,l = H l(Rd−kx , H1(Rdy)), the space of all functions u ∈ L2(Rd) such that
u, and all the partial derivatives of u with respect to xj and yj up to order l,
are in L2(Rd−kx , H1(Rdy)).

Two functionals which play an important role in the evolution of solutions
of (1.4) are the conserved functionals defined for u ∈ H1 by

E(u) =

∫ {
1

2
|∇u|2 − 1

(p+ 2)
|u|p+2

}
dx

and, if 1 ≤ k ≤ d,

M(u) =
1

2

∫ {
|u|2 + β|∇yu|2

}
dx, (1.5)

where ∇u = (ux1 , ux2 , . . . , uxd
) and ∇yu = (uy1 , uy2 , . . . , uyk). When k = 0 we

define M(u) = 1
2

∫
|u|2 dx. (Here and frequently below, we use H1 to denote

H1(Rd), and all integrals are taken over Rd, unless otherwise specified. For a
complete list of notations used in the paper, see Section 2.) It follows from
Sobolev embedding theorems (see Theorem 2.1 below) that E(u) and M(u) are
well-defined and continuous on H1 for 0 < p < pc(d), where pc(d) is defined in
(2.3).

Let X be a Banach space consisting of functions defined on Rd, and let
C(R, X) be the space of continuous maps from R to X. We say that the initial-
value problem for (1.4) is globally well-posed in X if for every u0 ∈ X, there
exists a unique solution u(x, t) of (1.4) which, when viewed as a map taking t
to u(·, t), is in C(R, X) and has initial data u(·, 0) = u0; and if the map taking
u0 to u is continuous from X to C(R, X).

We can now state the well-posedness result from [2] that we will use in this
paper.

Theorem 1.2 ([2]). Suppose d ≥ 1 and 0 ≤ k ≤ d − 1. If either k ≤ 2 and
0 ≤ p < 4

d−k , or k > 2 and 0 ≤ p ≤ 4
d−2 , then (1.4) is globally well-posed

in Xk,0 and in Xk,1. If k = d, then (1.4) is globally well-posed in H1(Rd) for
0 ≤ p ≤ 4

d−2 (when d ≥ 3) and for 0 ≤ p <∞ (when d = 1 or d = 2).
Solutions u(x, t) of (1.4) with initial data u(x, 0) = u0(x) in Xk,0 satisfy

M(u(·, t)) = M(u0) for all t ∈ R; and solutions of (1.4) with initial data u0 in
H1 ∩Xk,1 satisfy E(u(·, t)) = E(u0) for all t ∈ R.

For proof of the assertions of the preceding theorem concerning well-posedness
in Xk,0 and the conservation of the functional M , the reader is referred to The-
orems 1.1 and 1.3 of [2]; for well-posedness in Xk,1, see Proposition 4.2 of [2].
As noted in [2], similar well-posedness results are available in Xk,l for l ≥ 2.
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To prove the assertion of the theorem regarding the conservation of the func-
tional E, one notes that by the results of [2], to each choice of initial data if
u0 ∈ H1 ∩Xk,1, there corresponds a unique solution of (1.4) in C(R, H1), and
the solution depends continuously on the data. The conservation of E then fol-
lows from a standard argument which is similar to the proof given in Theorem
3.3.9 of [8] for the NLS equation.

We define a bound-state solution of (1.4) to be any solution of the form
u(x, t) = ϕ(x)eiωt, where ϕ ∈ H1 and ω ∈ R; we refer to ϕ as a bound-state
profile, and to ω as its phase speed. Thus ϕ is a bound-state profile with phase
speed ω if and only if ϕ ∈ H1 is a solution of

−∆ϕ+ ωPβϕ = |ϕ|pϕ. (1.6)

In order to discuss the existence and properties of solutions to (1.6), we first
observe that if ω > 0, and if ϕ ∈ H1 is related to R ∈ H1 by

ϕ(x) = ϕ(x, y) = R(x, (1 + βω)−1/2y),

then ϕ is a solution of (1.6) if and only if

−∆R+ ωR = |R|pR. (1.7)

(Here, as throughout the paper, we use the convention that the notation f(x, y)
stands for f(x) if k = 0 and f(y) if k = d.) Furthermore, R is a solution of
(1.7) if and only if the function Q ∈ H1 defined by

R(x) = ω1/pQ(ω1/2x)

is a solution of the equation

−∆Q+Q = |Q|pQ. (1.8)

We say that a function Q on Rd is nontrivial if Q(x) 6= 0 for some x ∈ Rd.
Concerning nontrivial nonnegative solutions of (1.8), we have the following well-
known result.

Lemma 1.3. Suppose d ≥ 1, and suppose 0 < p < pc(d), where pc(d) is as
defined in (2.3). Then equation (1.8) has a radial solution Qd,p on Rd which
satisfies Qd,p(x) > 0 for all x ∈ Rd. Moreover, every nontrivial nonnegative
solution of (1.8) in H1 must be a translate of Qd,p.

Proof. See Theorems 8.1.4, 8.1.5, and 8.1.6 of [8]. (Note that although the
assertion that every nontrivial nonnegative solution of (1.8) in H1 is a translate
of Qd,p is not explicitly stated in these theorems from [8], it is established in
the proofs given there.)

From the above considerations, we immediately deduce the following.
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Lemma 1.4. Suppose d ≥ 1, 0 ≤ k ≤ d, and 0 < p < pc(d). For each ω > 0
and β > 0 there exists a nontrivial nonnegative solution ϕω,β,d,k,p to (1.6), given
by

ϕω,β,d,k,p(x, y) = ω1/pQd,p(ω
1/2x, ω1/2(1 + βω)−1/2y). (1.9)

Every nontrivial nonnegative solution to (1.6) is of the form

ϕ(x) = ϕω,β,d,k,p(x + x0),

for some x0 ∈ Rd.

For brevity of notation, in what follows we will drop the subscripts β, d, k,
and p when the values of these quantities are clear from the context, and refer
to ϕω,β,d,k,p simply as ϕω.

Also, in what follows, we will restrict consideration to the cases when ω > 0
and 0 < p < pc(d), unless otherwise specified. Indeed, the assumption that
0 < p < pc(d) necessarily entails that ω > 0: every solution ϕ ∈ H1 of (1.6)
must satisfy the Pohozaev-type identities (cf. [8], p. 258)∫ [

|∇ϕ|2 + βω|∇yϕ|2
]
dx + ω

∫
|ϕ|2 dx =

∫
|ϕ|p+2 dx

(d− 2)

∫ [
|∇ϕ|2 + βω|∇yϕ|2

]
dx + ωd

∫
|ϕ|2 dx =

2d

p+ 2

∫
|ϕ|p+2 dx,

from which it follows easily that if 0 < p < pc(d) and ϕ is nontrivial, then ω
must be greater than zero.

An important functional for the study of bound-state solutions is the action
functional Sω(u) defined on H1, for a given ω ∈ R, by

Sω(u) := E(u) + ωM(u).

Lemma 1.5. Suppose d ≥ 1, 0 ≤ k ≤ d, p > 0, β > 0, and ω ∈ R. A
function v ∈ H1 is a critical point for the functional Sω(u) if and only if it is a
bound-state profile for (1.4) with phase speed ω.

Proof. The gradient of Sω at u is given by

S′ω(u) = E′(u) + ωM ′(u) = (−∆u− |u|pu) + ω(u− β∆yu).

Therefore v is a critical point of Sω if and only if it satisfies equation (1.6),
which is the defining equation for bound-state profiles of (1.4) with phase speed
ω.

Among the bound-state profiles of (1.4), we distinguish those which are
minimizers for a certain variational problem. For each m > 0, define

Im = inf
{
E(u) : u ∈ H1 and M(u) = m

}
and

Gm =
{
u ∈ H1 : E(u) = Im and M(u) = m

}
.
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(Note that Gm could be empty.) If u is any element of Gm, then u must satisfy
the Euler-Lagrange equation E′(u) + ωM ′(u) = 0 for some ω ∈ R. It thus
follows from Lemma 1.5 that Gm is a subset of the set of bound-state profiles
of (1.4). We call the elements of Gm ground-state profiles.

Concerning the structure of ground-state profiles, we have the following re-
sult, whose proof is deferred to Section 2.

Lemma 1.6. Let d ≥ 1, 0 ≤ k ≤ d, p > 0, β > 0, and m > 0. If Im < 0 and
Gm is non-empty, then every v ∈ Gm has the form

v(x) = eiθϕω(x + x0)

for some ω > 0, some θ ∈ R, and some x0 ∈ Rd.

Although, by Lemma 1.6, every ground-state profile is (up to phase shift)
nonnegative, not all the nonnegative bound-state profiles given by Lemma 1.4
are ground states. As we will see below (and as was already observed in [29] for
the case when k = d = 1), for some values of the parameters ω, β, d, k, p, the
function ϕω is a local minimizer of E subject to the constraint that M be held
constant, but not a global minimizer; while for other values of the parameters,
ϕω is not even a local minimizer.

Definition 1.7. We say that a set G ⊆ Xk,1 is stable (for (1.4) in the H1 norm)
if for every ε > 0 there exists δ > 0 such that if u0 ∈ Xk,1 and ‖u0 − g0‖H1 < δ
for some g0 ∈ G, then the solution u(t) of (1.4) with u(0) = u0 satisfies

inf
g∈G
‖u(t)− g‖H1 < ε

for all t ∈ R.

The following theorem, giving a sufficient condition for the stability of the set
Gm, is proved in Section 3. We say that a sequence {un} in H1 is a minimizing
sequence for Im if M(un) = m for all n ∈ N, and lim

n→∞
E(un) = Im.

Theorem 1.8. Let d ≥ 1, 0 ≤ k ≤ d, 0 < p < pc(d), β > 0, and m > 0. If

−∞ < Im < 0, (1.10)

then Gm is a non-empty subset of Xk,1, and every minimizing sequence {un}
for Im has a subsequence {unj

} such that

lim
j→∞

inf
v∈Gm

‖unj
− v‖1 = 0. (1.11)

Furthermore, the set Gm is stable for (1.4) in the H1 norm.

In the case k = 0, when (1.4) is the standard NLS equation, Theorem 1.8 is
a classic result of Cazenave and Lions [9] and Weinstein [27]. In this case, one
can see that if 0 < p < 4/d, then for each m > 0, (1.10) is satisfied and there
exists ω > 0 such that

Gm = Pω,
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where
Pω :=

{
eiθϕω(x + x0) : θ ∈ R, x0 ∈ Rd

}
. (1.12)

for some ω > 0. Our results also generalize those of Zeng [29], who in his study
of stability of solitary-wave solutions of the BBM equation (1.3) considered a
variational problem that is essentially equivalent to the one we consider in the
case k = 1 and d = 1. The proof of Theorem 1.8 uses techniques which are by
now standard, but since we do not know of a general result which covers the
present situation, we have decided to include a complete proof here.

The set Pω, which is a (d + 1)-parameter family of functions indexed by θ
and x0, bears a resemblance to the orbit of the ground-state solution u(x, t) =
eiωtϕω(x + x0) of (1.4), which is by definition the one-parameter family of
functions

Oω =
{
eiωtϕω(x + x0) : t ∈ R

}
.

For this reason, when Pω is stable, it is sometimes said in the literature that the
bound-state solution with profile ϕω is orbitally stable, a term which is somewhat
misleading, given that Pω and Oω are not the same. At any rate, the stability
of Pω turns out to be a useful first step in obtaining more detailed results on
the asymptotic behavior of perturbed ground-state solutions.

In Theorems 4.11 and 4.12 below, we determine for each d ≥ 1 and 0 ≤
k ≤ d the range of values of the exponent p and the parameter m for which the
necessary condition (1.10) for stability holds. Theorem 4.11 recapitulates the
classic theory for k = 0. In Theorem 4.12, treating the general case k ≥ 1, we
find that Gm is stable when 0 < p < 4/d when m > 0 (as in the case k = 0), but
also that Gm is stable when 4/d ≤ p < min(4/(d− k), pc(d)), if m is sufficiently
large. This contrasts with the case k = 0, where it is known that if p ≥ 4/d
then Gm is unstable for every m > 0.

In contrast to the proof of Theorem 1.8 in Section 3, the material in Section 4
is mostly new, requiring analysis adapted to the partial regularization present in
equation (1.4). In particular, we require use of the anisotropic Sobolev inequality
(2.6), and of certain scaling arguments specific to (1.4).

As shown above in Lemma 1.6, all ground-state solutions have nonnega-
tive profile functions ϕ, which are described in Theorem 1.4. However, not all
standing-wave solutions with nonnegative profiles are ground-state solutions. In
section 5, we consider the orbital stability of some bound-state solutions with
nonnegative profiles which are not ground-state solutions.

Define a function m : (0,∞)→ R by

m(ω) = M(ϕω), (1.13)

where ϕω is as defined in Lemma 1.4. Weinstein [26, 27, 28] showed that if
k = 0, the set Pω defined in (1.12) is stable for (1.2) in H1, for all ω such that
the derivative m′ = dm

dω satisfies

m′(ω) > 0. (1.14)
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The condition (1.14) had earlier appeared, in the context of a linear stability
analysis of (1.2), in the work of Vakhitov and Kolokolov [19, 25], and for this
reason it is sometimes called the Vakhitov-Kolokolov stability criterion.

In Section 5, we show that the condition (1.14) is a sufficient condition for
stability for the regularized equation (1.4) in the case k ≥ 1 as well:

Theorem 1.9. Let d ≥ 1, 0 ≤ k ≤ d, 0 < p < pc(d), and β > 0. For ω > 0, let
ϕω be the unique nonnegative radial solution of (1.6) defined in Lemma 1.4, let
Pω be the set defined in (1.12), and define m(ω) by (1.13). If m′(ω) > 0, then
Pω is stable for (1.4) in the H1-norm, in the sense of Definition 1.7.

Our proof of Theorem 1.9, like that given by Weinstein for (1.2), involves an
analysis of the spectrum of the second variation S′′ω(ϕω) of the operator Sω at
ϕω. A guide to generalizing Weinstein’s argument from the case k = 0 to the
case k ≥ 1 is provided by Theorem 3.3 of [15], which suggests the correct form
of the key Lemma 5.2 used here. It requires some work, however, to verify that
the framework of [15, 16] applies in our case. Our exposition follows the lines
of that given in [20] for the case k = 0.

When k = 0, it is easy to see by a scaling argument that (1.14) holds for all
ω > 0 when p < 4/d, and does not hold for any ω > 0 when p ≥ 4/d. For k ≥ 1
we can say the following.

Corollary 1.10. Suppose d ≥ 1 and 1 ≤ k ≤ d.

1. If 0 < p < 4/d, then Pω is stable for every ω > 0.

2. If
4

d
< p < min

(
4

d− k
, pc(d)

)
, then there exists ω0 such that m′(ω) > 0

for every ω > ω0 and m′(ω) < 0 for every ω ∈ (0, ω0). Hence Pω is
orbitally stable for every ω > ω0.

3. If min

(
4

d− k
, pc(d)

)
< p < pc(d), then m′(ω) < 0 for ω sufficiently large

and for ω sufficiently near zero.

Proof. From Lemma 1.4, we see that, if k ≥ 1, then m(ω) = f(βω), where f(x)
is defined for x > 0 by

f(x) = xa(1 + x)b(A+Bx),

where a = (4 − pd)/2p, b = (k − 2)/2, A = 1
2β
−a |Qd,p|22, and B = A +

1
2β
−a |∇yQd,p|22. We have

f ′(x) = xa−1(1 + x)b−1(c0 + c1x+ c2x
2),

where c0 = aA, c1 = a(A+B) + bA+B, and c2 = (a+ b+ 1)B.
If 0 < p < 4/d, then c0, c1, and c2 are all positive, so f ′(x) is positive for

all x > 0, and therefore m′(ω) > 0 for all ω > 0, since m′(ω) = βf ′(βω). If
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4/d < p < min(4/(d − k), pc(d)), then c0 < 0 and c2 > 0, so f ′(x) has exactly
one zero x0 on (0,∞), with f ′(x) < 0 for x < x0 and f ′(x) > 0 for x > x0,
which proves part 2. Finally, if min(4/(d − k), pc(d)) < p < pc(d), then c0 < 0
and c2 < 0, so f ′(x) < 0 at least for x near 0 and for x large.

Remark. In case min

(
4

d− k
, pc(d)

)
< p < pc(d), we do not yet know

whether m′(ω) < 0 for all ω > 0.

Theorem 1.9 gives a sharper criterion for stability than Theorem 1.8: there
exist bound-state solutions of (1.4) which are orbitally stable, but which are not
ground states, and whose profiles ϕω satisfy E(ϕω) > 0. For example, Lemma
4.6 below shows that when k = 1, d = 1, and p > 4, and ω1 and ω2 are given by
(4.8) and (4.9), then for all ω such that ω1 < ω < ω2, one has that E(ϕω) > 0
and m′(ω) > 0. Therefore the bound state with profile ϕω is not a ground state
(by Lemma 3.3), but is orbitally stable by Theorem 1.9. Such a bound state
is a local minimum for the variational problem of minimizing E subject to the
constraint that M is held constant; but is not a global minimum. The situation
for (1.4) is thus similar to the situation for (1.3), for which the existence of
stable solitary waves that are not global energy minimizers was observed by
Zeng in [29].

In the case k = 0 and 4/d ≤ p < pc(d), for which we have m′(ω) ≤ 0 for
every ω > 0, the set Pω is actually unstable, as was proved by Weinstein [26] for
p = 4/d and Berestycki and Cazenave for p > 4/d (see [8], section 8.2). It is an
interesting question whether the condition (1.14) is also necessary for stability
in the general case when k ≥ 1.

The remainder of the paper is organized as follows. Notation and some
preliminary results are collected in Section 2. Theorem 1.8 is proved in Section
3, Theorems 4.11 and 4.12 are proved in Section 4, and Theorem 1.9 is proved
in Section 5.

2 Notation and preliminary results

All integrals will be taken over Rd, unless otherwise specified.
For 1 ≤ k ≤ d, if x = (x1, . . . , xd) ∈ Rd, we write x = (x, y) where x =

(x1, . . . , xd−k) and y = (y1, . . . , yd), where yi = xd−k+i for i = 1, . . . d. If f(x)
is a function defined on Rd, we use the notation f(x, y) in the cases k = 0 and
k = d as well, with the understanding that f(x, y) denotes f(x) when k = 0 and
f(y) when k = d.

For 1 ≤ r < ∞, Lr(Rd) denotes the space of all measurable functions u on

Rd) such that |u|r :=
(∫
|u|r dx

)1/r
is finite. We denote by L∞(Rd) the space

of all measurable functions such that |u|∞ := ess supx∈Rd |u(x)| is finite.
For s ∈ R, we define Hs(Rd) to be the L2-based Sobolev space of all complex-

valued functions u on Rd such that ‖u‖s <∞, where ‖u‖s denotes the norm on
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Hs(Rd) given by

‖u‖s =

(∫
(1 + |k|2)s|û(k)|2 dk

)1/2

.

Here û is the Fourier transform of u on Rd. We usually refer to Hs(Rd) and
Lr(Rd) as Hs and Lr for short.

For u, v ∈ L2, we define the real inner product (u, v)2 by

(u, v)2 := Re

∫
uv̄ dx =

∫
(u1v1 + u2v2) dx, (2.1)

where u = u1 + iu2 and v = v1 + iv2 are the decompositions of u and v into
their real and imaginary parts.

There is a natural duality between H−1 and H1. For f ∈ H−1 and g ∈ H1,
define 〈f, g〉 ∈ C by

〈f, g〉 :=
1

2

∫
(f̂ ¯̂g +

¯̂
fĝ) dx, (2.2)

where f̂ denotes the Fourier transform of f . Then for every bounded linear
functional T : H1 → C, there is a unique f ∈ H−1 such that T (g)〈f, g〉 for all
g ∈ H1. Notice that if f ∈ L2, then 〈f, g〉 = (f, g)2 for all g ∈ H1.

We denote by Hs
R the subspace of Hs consisting of all real-valued functions

in Hs, and by L2
R the subspace of all real-valued functions in L2. Notice that

for f, g ∈ L2(R), one has that (f, g)2 = 〈f, g〉 ∈ R.
For open sets Ω ⊆ Rd with Lipschitz boundary, and integers n ≥ 0, we

define Hn(Ω) to be the set of all complex-valued distributions on Ω whose weak
derivatives up to order n are in L2(Ω), with norm

‖u‖Hn(Ω) :=
∑
|β|≤n

(∫
Ω

|∂βu|2 dx
)1/2

.

Here the sum is taken over all multi-indices β = (β1, . . . , βd) with βi ≥ 0 and
|β| = β1 + · · ·+ βd ≤ n.

For R > 0 and x0 ∈ Rd, we denote by BR(x0) the ball of radius R in Rd
centered at x0.

The letter C will be used throughout for various constants which can vary
in value from line to line, but whose meaning will be clear from the context.

We state here for easy reference a couple of versions of the Gagliardo-
Nirenberg-Sobolev inequality. For d ≥ 1, we define

pc(d) =

{
4
d−2 for d ≥ 3

∞ for d = 1 and d = 2.
(2.3)

Theorem 2.1. Suppose d ≥ 1 and 0 < p < pc(d). Define

Cd,p =
2(p+ 2)

4 + p(2− d)

(
4 + p(2− d)

pd

)pd/4
|Qd,p|−1

2 , (2.4)

10



where Qd,p is as defined in Lemma 1.3. Then for all u ∈ H1,

|u|p+2 ≤ Cd,p|u|1−(pd/(2p+4))
2 |∇u|pd/(2p+4)

2 , (2.5)

and equality is attained when u = Qd,p. Moreover, for any bounded open con-
nected set Ω ⊂ Rd with smooth boundary, there exists C > 0, depending only on
p, d, and Ω, such that for all u ∈ H1(Ω),

|u|Lp+2(Ω) ≤ C|u|
1−(pd/(2p+4))
L2(Ω) ‖u‖pd/(2p+4)

H1(Ω) .

Proof. See Theorem 9.3 of [13] for a proof that (2.5) holds for some constant
Cd,p, and [18] for the value of the best constant Cd,p given in (2.4). The original
determination of the best constant is in Weinstein [26], where the reader may
also find references to the original papers of Gagliardo and Nirenberg.

Theorem 2.2. Suppose d ≥ 2, 0 < p < pc(d), and 1 ≤ k ≤ d − 1. Then there
exists C > 0, depending only on d, p, and k, such that for all u ∈ H1,

|u|p+2 ≤ C|u|µ0

2

d−k∏
j=1

|uxj
|µ2

k∏
j=1

|uyj |
µ
2 , (2.6)

where

µ0 = 1− pd

2p+ 4
,

µ =
p

2p+ 4
.

(2.7)

Proof. See [7] and [12].

We conclude this section with a proof of Lemma 1.6.

Proof of Lemma 1.6. Given v ∈ Gm, define f ∈ H1 by f = |Re v|+ i| Im v|.
Then |f | = |v|, and by Theorem 6.17 of [21], we have |∇f | = |∇v| and |∇yf | =
|∇yv|. Therefore f ∈ Gm also, and so f satisfies the Euler-Lagrange equation

E′(f) + ωM ′(f) = (−∆f − |f |pf) + ω(f − β∆yf) = 0 (2.8)

for some constant ω ∈ C.
Multiplying (2.8) by the complex conjugate f̄ of f , and integrating over Rn,

we obtain ∫
(|∇f |2 − |f |p+2) dx = −ω

∫
(|f |2 + β|∇yf |2) dx,

and since

0 > Im =

∫ (
1

2
|∇f |2 − 1

p+ 2

∫
|f |p+2

)
dx ≥ 1

2

∫ (
|∇f |2 − |f |p+2

)
dx,

11



it follows that ω is real and ω > 0.
Define g ∈ H1 by

f(x) = f(x, y) = g(x, (1 + βω)−1/2y).

(If k = 0 we just define g = f .) Then

−∆g + ωg = |g|pg (2.9)

on Rd. By virtue of satisfying (2.9), we know from Theorem 8.1.1 of [8] that g
is continuous on Rd, and that lim

|x|→∞
g(x) = 0.

We now apply Lemma 8.1.12 of [8] to the functions h1 = Re g and h2 = Im g,
which are related to v by

|Re v(x, y)| = h1(x, (1 + βω)−1/2y)

| Im v(x, y)| = h2(x, (1 + βω)−1/2y),

and which satisfy the equations

−∆h1 + ωh1 = |g|ph1

−∆h2 + ωh2 = |g|ph2.

Note that the function a = |g|p satisfies lim
|x|→∞

a(x) = 0, and multiplying (2.9)

by ḡ and integrating over Rd gives∫
(|∇g|2 − a|g|2) dx = −ω

∫
|g|2 dx < 0.

Therefore the hypotheses of Lemma 8.1.11 of [8] are satisfied, and we can con-
clude that there exists a positive solution u ∈ H1 of the equation

−∆u+ ωu = au, (2.10)

and that h1 = cu and h2 = du for some nonnegative constants c and d.
Since v ∈ Gm, then there exists some ω̃ ∈ C for which

E′(v) + ω̃M ′(v) = 0; (2.11)

and if we define w ∈ H1 by

v(x) = v(x, y) = w(x, (1 + βω̃)−1/2y),

then we have that
−∆w + ω̃w = |w|pw (2.12)

on Rd. Again using Theorem 8.1.1 of [8], we have that w is continuous on Rd,
so q1 = Rew and q2 = Imw are continuous on Rd as well. But |q1| = h1

and |q2| = h2, and h1 and h2 are both either everywhere positive on Rd, or

12



everywhere zero on Rd, so it follows that q1 and q2 cannot change sign on Rd.
We thus have that q1 = c̃u and q2 = d̃u for some constants c̃, d̃ ∈ R with
|c̃| = c and |d̃| = d. From (2.10) it then follows that −∆q1 + ωq1 = aq1 and
−∆q2 + ωq2 = aq2, so (recalling that |g| = |w|) we have

−∆w + ωw = aw = |w|pw. (2.13)

In particular, comparing (2.12) and (2.13) we see that ω̃ = ω.
We have now shown that

v(x, y) = (c̃+ id̃)u(x, (1 + βω)−1/2y),

where u is positive everywhere on Rd. Choosing θ ∈ R such that eiθ = c̃+id̃
|c̃+id̃| ,

we have v = eiθψ where ψ is positive. From (2.11) it follows that ψ is a solution
of (1.6), and hence Lemma 1.4 implies that

ψ(x) = ϕω(x + x0)

for some x0 ∈ Rd.

3 Proof of Theorem 1.8

The proof of Theorem 1.8 proceeds by applying the method of concentration
compactness to minimizing sequences, along the lines of [22] (see also [29]).

We recall the basic concentration compactness lemma from [22]. A proof of
the lemma in the form given here may be found in [1].

Lemma 3.1. Suppose m > 0, and let {ρn} be a sequence in L1(Rd) satisfying,
for all n ∈ N:

ρn ≥ 0 on Rd and

∫
ρn dx = m.

Then there exists a subsequence {ρnj
} with one of the three following properties:

1. (compactness) There exists a sequence {xj} such that for every ε > 0 there
exists R <∞ satisfying for all j ∈ N:∫

BR(xj)

ρnj
dx ≥ m− ε; (3.1)

2. (vanishing) For all R > 0,

lim
j→∞

sup
x0∈Rd

∫
BR(x0)

ρnj (x) dx = 0; (3.2)

or

13



3. (dichotomy) For all R > 0, we have that

s(R) = lim
j→∞

sup
x0∈Rd

∫
BR(x0)

ρnj (x) dx

exists, and for some α ∈ (0,m) we have

lim
R→∞

s(R) = α. (3.3)

Lemma 3.2. Let d ≥ 1, 0 ≤ k ≤ d, 0 < p < pc(d), β > 0, and m > 0. If
Im > −∞ and {un} is a minimizing sequence for Im, then there exists C > 0
such that ‖un‖1 ≤ C for all n ∈ N.

Proof. Since {un} is a minimizing sequence for Im > −∞, then {E(un)} is
bounded. Let B be such that |E(un)| ≤ B for all n ∈ N. By Theorem 2.1, for p
satisfying the stated assumptions, there exists C > 0 such that |u|p+2 ≤ C‖u‖1
for all u ∈ H1. Therefore

‖un‖21 ≤ 2m+ 2E(un) +
2

p+ 2
|un|p+2

p+2

≤ 2m+ 2B +
2Cp+2

p+ 2
‖un‖p+2

1 ,

from which it follows that ‖un‖1 is bounded.

Lemma 3.3. Let d ≥ 1, 0 ≤ k ≤ d, p > 0, and β > 0. If 0 < m ≤ m̃, then
0 ≥ Im ≥ Im̃. (Note that we include the cases here when Im or Im̃ is −∞.)

Proof. First we show that Im ≤ 0 for all m > 0. To see this, for given m > 0
choose u such that 1

2

∫
|u|2 dx = m, and for n ∈ N define un(x) = n−d/2u(x/n).

For k = 0 we have M(un) = m for all n, and for k > 0 we have

M(un) =
1

2

∫
|u|2 dx + n−2

(
β

2

∫
|∇yu|2 dx

)
,

so lim
n→∞

M(un) = m. Also,

E(un) = n−2

(
1

2

∫
|∇u|2 dx

)
− n−dp

(
1

p+ 2

∫
|u|p+2 dx

)
,

so lim
n→∞

E(un) = 0. This proves that Im ≤ 0.

Now for given m and m̃ such that 0 < m ≤ m̃, let {un} be a minimizing

sequence for Im, and define ũn = βu for n ∈ N, where β =
√

(m̃/m) ≥ 1. Then
for all n we have M(ũn) = m̃ and

Im̃ ≤ E(ũn) = β

(
1

2

∫
|∇un|2 dx

)
− β(p/2)+1

(
1

p+ 2

∫
|un|p+2 dx

)
= βE(un)− (β(p/2)+1 − β)

(
1

p+ 2

∫
|un|p+2 dx

)
≤ βE(un).

(3.4)
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Taking the limit in (3.4) as n → ∞, we get that Im̃ ≤ βIm. But since Im ≤ 0
and β ≥ 1, it follows that Im̃ ≤ Im.

Lemma 3.4. Let d ≥ 1, 0 ≤ k ≤ d, p > 0, β > 0, and m > 0. If Im < 0, then
for every minimizing sequence {un} for Im, there exists δ > 0 such that∫

|un|p+2 dx ≥ δ (3.5)

for all sufficiently large n.

Proof. Suppose there exists a minimizing sequence {un} for which such a num-

ber δ > 0 does not exist. Then lim inf
n→∞

∫
|un|p+2 = 0, and so

Im = lim
n→∞

E(un) ≥ lim inf
n→∞

1

2

∫
|∇u|2 dx ≥ 0,

contradicting our assumption about Im.

The following lemma is a simple example of what is called an “inverse Sobolev
inequality” (cf. Lemma 4.9 of [18] for a more sophisticated example). Although
the lemma is well-known, we are not aware of a convenient reference for it, so
we include a proof for the reader’s convenience.

Lemma 3.5. Let d ≥ 1 and 0 < p < pc(d). For every B > 0 and every δ > 0
there exists η > 0 such that if f ∈ H1(Rd) with ‖f‖1 ≤ B and

∫
Rd |f |p+2 dx > δ,

then

sup
x0∈Rd

∫
B1(x0)

|f |p+2 dx ≥ η. (3.6)

Proof. Let {Qn}∞n=1 be a sequence of cubes of side length 2/
√
d in Rd whose

union is all of Rd and whose interiors are disjoint. For f ∈ H1(Rd), we have

∞∑
n=1

∫
Qn

(
|f |2 + |∇f |2

)
dx = ‖f‖21 ≤ B2 =

∞∑
n=1

B2

|f |p+2
p+2

∫
Qn

|f |p+2 dx,

where |f |p+2 denotes ‖f‖Lp+2(Rd). It follows that there exists n0 ∈ N such that∫
Qn0

(
|f |2 + |∇f |2

)
dx ≤ B2

|f |p+2
p+2

∫
Qn0

|f |p+2 dx.

On the other hand, by our assumption on p and Theorem 2.1, there exists C > 0
such that (∫

Qn

|f |p+2 dx

)1/(p+2)

≤ C
(∫

Qn

(
|f |2 + |∇f |2

)
dx

)1/2
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for all f ∈ H1(Rd) and all n ∈ N. Therefore(∫
Qn0

|f |p+2 dx

)1/(p+2)

≤ CB

δ1/2

(∫
Qn0

|f |p+2 dx

)1/2

,

from which it follows that ∫
Qn0

|f |p+2 dx ≥ η,

where η = ( δ
1/2

CB )2+(4/p). This implies (3.6), since Qn0 is contained in a ball of
radius 1.

Lemma 3.6. Let d ≥ 1, 0 ≤ k ≤ d, p > 0, β > 0, and m > 0. If −∞ < Im < 0,
then

Iθm < θIm

for all θ > 1.

Proof. Suppose θ > 1 and −∞ < Im < 0, and let {un} be a minimizing sequence
for Im. Then for each n ∈ N we have M(

√
θun) = θM(un) = θm. By Lemma

3.4, there exists δ > 0 such that (3.5) holds for all sufficiently large n. Therefore,
for such n we have

Iθm ≤ E(
√
θun) = θ

(
1

2

∫
|∇un|2 dx

)
− θ(p/2)+1

(
1

p+ 2

∫
|un|p+2 dx

)
= θE(un)− (θ(p/2)+1 − θ)

(
1

p+ 2

∫
|un|p+2 dx

)
≤ θE(un)− (θ(p/2)+1 − θ)δ.

(3.7)
Taking n→∞ in (3.7), we get

Iθm ≤ θIm − (θ(p/2)+1 − θ)δ < θIm.

Lemma 3.7. Let d ≥ 1, 0 ≤ k ≤ d, 0 < p < pc(d), β > 0, and m > 0. If
−∞ < Im < 0, 0 < m1 ≤ m2, and m = m1 +m2, then

Im < Im1 + Im2 .

Proof. We may assume that Im2 < 0; otherwise Im1 = Im2 = 0 by Lemma 3.3,
and the statement of the Lemma is obvious. Also Im2 > −∞; otherwise by
Lemma 3.3 we have Im = −∞, contrary to assumption. Let ζ = m2/m1. Then
using Lemma 3.6, we obtain

Im = Im2(1+(1/ζ)) < (1 + (1/ζ))Im2
= Im2

+ (1/ζ)Iζm1

≤ Im2
+ (1/ζ)ζIm1

= Im2
+ Im1

.
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In the following lemmas we assume that {un} is a minimizing sequence
for Im, and apply the concentration compactness lemma, Lemma 3.1, to the
sequence {ρn} defined for n ∈ N by

ρn =
1

2

(
|un|2 + β|∇yun|2

)
. (3.8)

Lemma 3.8. Let d ≥ 1, 0 ≤ k ≤ d, 0 < p < pc(d), β > 0, and m > 0.
Suppose that −∞ < Im < 0. If {un} is a minimizing sequence for Im, then
the “vanishing” alternative of Lemma 3.1 does not hold for the sequence {ρn}
defined by (3.8).

Proof. By Lemma 3.2, {un} is bounded in H1, and by Lemma 3.4, if vanishing
holds then (3.5) is true for all sufficiently large n. So by Lemma 3.5, there exists
η > 0 such that

sup
x0∈Rd

∫
B1(x0)

|un|p+2 dx ≥ η

holds for all sufficiently large n. But this shows that (3.2) is not true for R =
1.

Lemma 3.9. Let d ≥ 1, 0 ≤ k ≤ d, 0 < p < pc(d), β > 0, and m > 0.
Suppose that −∞ < Im < 0. If {un} is a minimizing sequence for Im, then
the “dichotomy” alternative of Lemma 3.1 does not hold for the sequence {ρn}
defined by (3.8).

Proof. First, we claim that dichotomy implies the existence of a subsequence
{unj} and two sequences {gj} and {hj} in H1 such that

lim
j→∞

M(gj) = α,

lim
j→∞

M(hj) = m− α, and

lim
j→∞

(
E(unj )− [E(gj) + E(hj)]

)
= 0.

(3.9)

To prove this claim, let ε > 0 be given. If dichotomy holds, then by (3.3), for
each real number R greater than some R0, there is a corresponding N0 = N0(R)
such that for all n ≥ N0, we can find xn ∈ Rd satisfying

α− ε < 1

2

∫
BR(xn)

(
|un|2 + β|∇yun|2

)
dx < α+ ε.

Let ψ and η be smooth nonnegative functions on R such that η(x) = 1 for
|x| ≤ 1, η(x) = 0 for |x| ≥ 2, and η2 + ψ2 ≡ 1 on R. For each R > R0 and
n ≥ N0(R), define

gR,n(x) := η

(
|x− xn|

R

)
un(x)

hR,n(x) := ψ

(
|x− xn|

R

)
un(x).
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Clearly,
M(gR,n) ≥ α− ε.

Also, from the chain rule and product rule, we have that

|∇ygR,n(x)| ≤ |∇yun(x)|η
(
|x− xn|

R

)
+

1

R
|un(x)|

∣∣∣∣η′( |x− xn|
R

)∣∣∣∣
for all x ∈ Rd, and hence

M(gR,n) ≤ 1

2

∫
B2R(xn)

[
|un|2 + β|∇yun|2

]
dx +

|η′|∞
2R

∫ [
|un|2 + β|∇yun|2

]
dx

+
β|η′|2∞

2R2

∫
|un|2 dx

≤ α+ ε+
C

R
+

C

R2
,

where C = M(un)(|η′|∞ + β|η′|2∞) = m(|η′|∞ + β|η′|2∞) depends only on η and
m. Similarly, we have the estimates

M(hR,n) ≥ 1

2

∫
Rd\B2R(xn)

[
|un|2 + β|∇yun|2

]
dx ≥ m− α− ε

and

M(hR,n) ≤ 1

2

∫
Rd\BR(xn)

[
|un|2 + β|∇yun|2

]
dx +

|ψ′|∞
2R

∫ [
|un|2 + β|∇yun|2

]
dx

+
β|ψ′|2∞

2R2

∫
|un|2 dx

≤ m− α+ ε+
C

R
+

C

R2
,

where C depends only on ψ and m. Therefore (assuming without loss of gener-
ality that R0 ≥ 1) we have that there exists a constant D, depending only on
m, such that

|M(gR,n)− α| ≤ ε+
D

R

|M(hR,n)− (m− α)| ≤ ε+
D

R

(3.10)

for all R ≥ R0(ε) and all n ≥ N0(R, ε).
Now since η2 + ψ2 ≡ 1, it is easy to see that∣∣|∇un|2 − |∇gR,n|2 − |∇hR,n|2∣∣ ≤ |un|2

R2

(
|η′|2 + |ψ′|2

)
+
|un|2

R
(|η||η′|+ |ψ||ψ′|) ,

where we have suppressed the arguments |x−xn|/R from η, ψ, and their deriva-
tives. Also, we have

|un|p+2 − |gR,n|p+2 − |hR,n|p+2 = |un|p+2
[
(η2 − ηp+2) + (ψ2 − ψp+2)

]
18



where again we have suppressed the arguments |x−xn|/R from η and ψ. Since
the function in brackets on the right-hand side of the last equation vanishes for
|x− xn| ≤ R and for |x− xn| ≥ 2R, we have the estimate∫ ∣∣|un|p+2 − |gR,n|p+2 − |hR,n|p+2

∣∣ dx ≤ C ∫
AR,n

|un|p+2 dx,

where AR,n =
{
x ∈ Rd : R ≤ |x− xn| ≤ 2R

}
and C depends only on η and ψ.

Therefore we can write

|E(un)− [E(gR,n) + E(hR,n)]| ≤ D

(
1

R
+

∫
AR,n

|un|p+2 dx

)
,

where D depends only on m.
By Theorem 2.1, there exists C such that for all n and R,∫
AR,n

|un|p+2 dx ≤ C

(∫
AR,n

|un|2
)(2p+4−pd)/(2p+4)

‖un‖pd/(2p+4)
H1 . (3.11)

However,∫
AR,n

|un|2 dx ≤
∫
AR,n

[
|un|2 + β|∇yun|2

]
dx

=

∫
B2R(xn)

[
|un|2 + β|∇yun|2

]
dx−

∫
BR(xn)

[
|un|2 + β|∇yun|2

]
dx

≤ 2(α+ ε− (α− ε)) = 4ε,

and hence from (3.11) it follows that∫
AR,n

|un|p+2 dx ≤ Cετ ,

where τ = (2p+ 4− pd)/(2p+ 4) > 0. To summarize, then, we have shown that
for every ε > 0, there exists R0 ≥ 1 and N0 ∈ N such that for all R ≥ R0 and
all n ≥ N0, (3.10) holds together with

|E(un)− [E(gR,n) + E(hR,n)]| ≤ D
(

1

R
+ ετ

)
. (3.12)

We can now use induction to define a sequence of integers {nj} and sequences
of functions {gj} and {hj} such that, for all j ∈ N,

|M(gj)− α| < 1/j,

|M(hj)− (m− α)| < 1/j,∣∣E(unj
)− [E(gj) + E(hj)]

∣∣ < 1/j.

(3.13)

To do this, first define n0 = 1; and then assume that nj , gj , and hj have been
defined for j ≤ J . Choose ε > 0 and R ≥ R0(ε) such that the right-hand sides
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of (3.10) and (3.12) are less than 1/(J + 1); then choose nJ+1 ≥ N0(R, ε) such
that nJ+1 > nJ , and define gJ+1 = gR,NJ+1

and hJ+1 = hR,NJ+1
. With these

choices we have that (3.13) holds for j = J + 1.
From (3.13) it follows that (3.9) holds. Therefore, at least for all sufficiently

large j, we can define numbers µj and νj such that lim
j→∞

µj = lim
j→∞

νj = 1, and

g̃j := µjgj and h̃j := νjhj satisfy

M(g̃j) = α

M(h̃j) = m− α
E(unj

) = E(g̃j) + E(h̃j) + εj ,

where lim
j→∞

εj = 0. From this it follows that

E
(
unj

)
≥ Iα + Im−α + εj

for all sufficiently large j, and taking the limit as j goes to infinity gives

Im ≥ Iα + Im−α.

But this contradicts Lemma 3.7, thus showing that dichotomy cannot hold.

Lemma 3.10. Let d ≥ 1, 0 ≤ k ≤ d, 0 < p < pc(d), β > 0, and m > 0.
Suppose that −∞ < Im < 0. If {un} is a minimizing sequence for Im, and the
“compactness” alternative of Lemma 3.1 holds for the sequence {ρn} defined by
(3.8), then {unj (· − xj)} has a subsequence which converges in H1 norm to a
minimizer u for Im.

Proof. Define ũnj
(x) = unj

(x − xj) and ρ̃nj
(x) = ρnj

(x − xj) for j ∈ N. By
Lemma 3.2, {ũnj} is bounded in H1, so by the Banach-Alaoglu theorem and
Rellich’s Lemma, on passing to a further subsequence we may assume that {ũnj}
converges weakly in H1 to some function u ∈ H1, and converges strongly to u
in L2(B) for every ball B of finite radius in Rd.

We claim that ũnj
converges strongly to u in L2(Rd). To see this, let ε > 0

be given. From (3.1) it follows that there exists an R < ∞ such that for all
j ∈ N, ∫

|x|≥R

∣∣ũnj

∣∣2 dx ≤ 2

∫
|x|≥R

ρ̃nj
dx ≤ ε,

and by increasing R if necessary, we may also assume that∫
|x|≥R

|u|2 dx ≤ ε.

Writing∫ ∣∣ũnj − u
∣∣2 dx ≤

∫
BR(0)

∣∣unj − u
∣∣2 dx+ 2

∫
|x|≥R

∣∣ũnj

∣∣2 dx+ 2

∫
|x|≥R

|u|2 dx,
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and using the fact that {ũnj} converges to u in L2(BR(0)), we obtain that∫ ∣∣ũnj − u
∣∣2 dx ≤ 5ε

for all sufficiently large j, thus proving the claim.
Since ũnj

converges to u in L2 and ũnj
is bounded in H1, it follows from

Theorem 2.1 that ũnj
also converges to u in Lp+2. Therefore, using the lower

semicontinuity of the norm in H1, we deduce that

E(u) ≤ lim
j→∞

E(ũnj ) = Im. (3.14)

We now claim that M(u) = m. By the lower semicontinuity of the norm in
Xk,0, we have that

M(u) ≤ lim
j→∞

M(ũnj
) = m.

Assume for contradiction thatM(u) < m, and let v = θu, where θ =
√
m/M(u) >

1. Then

E(v) =
θ2

2

∫
|∇v|2 − θp+2

p+ 2

∫
|u|p+2 dx ≤ θ2E(u) ≤ θ2Im < Im,

where we have used that Im < 0. But since M(v) = m, this contradicts the
definition of Im.

Since M(u) = m, then from (3.14) we have that u is a minimizer for Im.
Since equality holds in (3.14), then∫

|∇u|2 dx = lim
j→∞

∫
|∇ũnj

|2 dx.

Hence ‖u‖1 = lim
j→∞

∥∥ũnj

∥∥
1
, which together with the weak convergence of {ũnj

}

to u in H1 is enough to conclude that {ũnj} converges strongly to u in H1.

Proof of Theorem 1.8. Let {un} be a minimizing sequence for Im, and define
ρn by (3.8). By Lemmas 3.1, 3.8, 3.9, and 3.10, there is a sequence {xj} in Rd
and a subsequence {unj

} of {un} such that {unj
(·−xj)} converges in H1 to some

u in Gm. In particular, Gm is nonempty. From the definition of Gm and the
translation invariance of E and M , it follows immediately that u(·+ xj) ∈ Gm
for every j ∈ N. Therefore for all j we have

inf
v∈Gm

‖unj
− v‖1 ≤ ‖unj

− u(·+ xj)‖1 = ‖unj
(· − xj)− u‖1,

from which (1.11) follows.
To prove the stability of Gm, we can argue by contradiction. If Gm is not

stable, then there exist a number ε > 0 and sequences {u0n} in Xk,1, {gn} in
Gm, and {tn} in R such that

lim
n→∞

‖u0n − gn‖1 = 0, (3.15)
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but the solutions un(t) of (1.4) with initial data un(0) = u0n satisfy

inf
v∈Gm

‖un(tn)− v‖1 ≥ ε (3.16)

for every n ∈ N. From (3.15) it follows that lim
n→∞

E(u0n) = Im and lim
n→∞

M(u0n) =

m, and since E andM are conserved functionals for (1.4), also that lim
n→∞

E(un(tn)) =

Im and lim
n→∞

M(un(tn)) = m. We may assume M(un(tn)) 6= 0 for all n in N.

Define vn = θnun(tn), where θn =
√
m/M(un(tn)), so that lim

n→∞
θn = 1 and

M(vn) = m for all n in N. Since lim
n→∞

E(vn) = Im, then {vn} is a minimizing

sequence for Im, and therefore, by what has already been shown, there exists a
subsequence {vnj

} such that

lim
j→∞

inf
v∈Gm

‖vnj
− v‖1 = 0.

But from (3.16) it follows that for j sufficiently large we have

inf
v∈Gm

‖vnj
− v‖1 ≥

ε

2
,

a contradiction.

4 Existence of stable ground states

In this section, for each d ≥ 1 and k ∈ {0, 1, 2, . . . , d} we determine ranges of the
variables m and p for which the assumption −∞ < Im < 0 of Theorem 1.8 is
satisfied, and therefore stable ground states exist. The results are summarized
in Theorems 4.11 and 4.12 at the end of the section.

Lemma 4.1. Suppose d ≥ 1.

1. If k = d and 0 < p < pc(d), then Im > −∞ for all m > 0.

2. If 0 ≤ k ≤ d and 0 < p < 4/d, then Im > −∞ for all m > 0.

3. If d ≥ 2, 1 ≤ k ≤ d− 1, and 0 < p < min

(
4

d− k
, pc(d)

)
, then Im > −∞

for all m > 0.

Proof. Under the assumptions of part 1, we have from Theorem 2.1 that, for all
u ∈ H1,

E(u) ≥ − 1

p+ 2

∫
|u|p+2 dx ≥ −C‖u‖p+2

1 , (4.1)

where C > 0 depends on p and d but is independent of u. If M(u) = m, then
since k = d we have from (1.5) that ‖u‖1 ≤ B = (2m(1 + β−1))1/2 < ∞.
Therefore from (4.1) we have Im ≥ −CBp+2 > −∞.
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To prove part 2, we first note that if 0 ≤ k ≤ d and 0 < p < 4/d then we
can use Theorem 2.1 to obtain the estimate∫

|u|p+2 dx ≤ C|u|p+2−pd/2
2 ‖u‖pd/21 .

Then, instead of (4.1), we use the estimate

E(u) =
1

2

∫
|∇u|2 dx− 1

p+ 2

∫
|u|p+2 dx

≥ 1

2
‖u‖21 −

1

2
|u|22 − C|u|

p+2−pd/2
2 ‖u‖pd/21 .

If M(u) = m > 0, then since |u|22 ≤ 2M(u) = 2m, we conclude that

E(u) ≥ f (‖u‖1) , (4.2)

where f(x) = 1
2x

2 − m − C(2m)bxpd/2 and b = 1
2 (p + 2 − pd/2) ≥ 0. But

0 < p < 4/d implies pd/2 < 2, and so the function f(x) has a finite minimum
value on {0 ≤ x <∞}. From (4.2) we have that Im is greater than or equal to
this minimum value, so Im > −∞.

To prove part 3, we note that under the stated assumptions, by the anisotropic
Gagliardo-Nirenberg inequality in Theorem 2.2, there exists C > 0 such that
(2.6) holds for all u ∈ H1, with µ0 and µ given by (2.7). Suppose M(u) = m.
Then

|uxj |2 ≤ ‖u‖1 (for j = 1, . . . , d− k),

|uyj |22 ≤
2

β
M(u) ≤ 2m

β
(for j = 1, . . . , k),

|u|22 ≤ 2M(u) ≤ 2m,

so it follows from (2.6) and (2.7) that∫
|u|p+2 dx ≤ C‖u‖p(d−k)/2

1 ,

where C depends on d, p, β, and M(u) = m but is otherwise independent of u.
Now we can argue as in the proof of part 2. We write

E(u) =
1

2

∫
|∇u|2 dx− 1

p+ 2

∫
|u|p+2 dx

=
1

2
‖u‖21 −

1

2
|u|22 −

1

p+ 2

∫
|u|p+2 dx

≥ 1

2
‖u‖21 −m− C‖u‖

p(d−k)/2
1

= g (‖u‖1) ,

where g(x) = 1
2x

2−m−Cxp(d−k)/2. Since 0 < p < 4/(d−k), then p(d−k)/2 < 2,
and so the function g(x) has a finite minimum value on [0,∞), allowing us to
conclude that Im > −∞.
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We pause to note an interesting consequence of Lemma 4.1.

Corollary 4.2. Suppose d ≥ 1, 0 ≤ k ≤ d, β > 0, 0 < p < min
(

4
d−k , pc(d)

)
,

and m > 0. Let Um = {ω > 0 : M(ϕω) = m}. If there exists ω ∈ Um such that
E(ϕω) < 0, then −∞ < Im < 0 and Gm is stable. Conversely, if −∞ < Im < 0,
then there exists ω ∈ Um such that E(ϕω) < 0.

Proof. Suppose there exists ω ∈ Um such that E(ϕω) < 0. Since ω ∈ Um, then
Im ≤ E(ϕω) by definition of Im. Hence Im < 0, and Im > −∞ by Lemma 4.1.
So Gm is stable by Theorem 1.8.

Conversely, suppose −∞ < Im < 0. Then by Theorem 1.8, Gm is nonempty,
and by Theorem 1.6, there exists some ω ∈ Um such that ϕω ∈ Gm, with
E(ϕω) = Im < 0.

We remark that the condition that E(ϕω) < 0 for some ω ∈ Um is not
necessary for the stability of Gm. Indeed, as we see below in the proof of Lemma
4.6, if d = 1, k = 1, p > 4, β > 0, ω2 = (p − 4)/4β, and m = M(ϕω2

), then
Um consists of exactly two numbers ω2 and ω3, for which we have E(ϕω2) = 0
and E(ϕω3) > 0. Since Im = 0, then Gm = Pω2 . But as shown in the proof of
Lemma 4.6, we have d

dωM(ϕω) > 0 at ω = ω2, so Pω2
is stable by Theorem 1.9.

Lemma 4.3. Suppose d ≥ 1. If 0 ≤ k ≤ d and 0 < p < 4/d, then Im < 0 for
all m > 0.

Proof. Suppose first that 1 ≤ k ≤ d. Fix u ∈ H1 such that u is not identically
zero. For each α > 0 and θ > 0, we have

M(αu(θx)) = α2θ−d
(

1

2

∫
|u|2 dx

)
+ α2θ2−d

(
β

2

∫
|∇yu|2 dx

)
. (4.3)

For fixed m > 0, the equation

M(αu(θx)) = m

can be rewritten in the form

α2 = f(θ) :=
mθd

A+Bθ2
, (4.4)

where A and B are independent of α and θ. Analyzing the behavior of f(θ)
near θ = 0, we see easily that there exist θ0 > 0 and α0 > 0 such that for all
α ∈ (0, α0), there is a unique solution θ = θ(α) of (4.4) satisfying

C1α
2/d ≤ θ ≤ C2α

2/d (4.5)

for some constants C1 > 0 and C2 > 0. Writing now

E(αu(θx)) = α2θ2−d
(

1

2

∫
|∇u|2 dx

)
−αp+2θ−d

(
1

p+ 2

∫
|u|p+2 dx

)
, (4.6)
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we see from (4.5) and (4.6) that E(αu(θx)) < 0 for α sufficiently close to zero.
Hence Im < 0.

In case k = 0 we can argue similarly: we choose any u ∈ H1 which is not
identically zero; and now, instead of (4.3), we have

M(αu(θx)) = α2θ−d
(

1

2

∫
|u|2 dx

)
.

Therefore, for all m > 0 and all α > 0, we have M(αu(θx)) = m if we take
θ = α2/d(mM(u))2/d. Then as above it follows from (4.6) that E(αu(θx)) < 0
for α sufficiently small, and hence that Im < 0.

Lemma 4.4. Suppose d ≥ 1, k = 0, and p = 4/d. Let m0 = M(Qd,p), where
Qd,p is as defined in Lemma 1.3. Then Im = 0 for all m ≤ m0, and Im = −∞
for all m > m0. We have m0 = m(ϕω) for all ω > 0.

Proof. Taking p = d/4 in Theorem 2.1, we obtain that

E(u) =
1

2
|∇u|22 −

1

p+ 2
|u|p+2

p+2 ≥
1

2
|∇u|22

[
1−

(
|u|2

|Qd,d/4|2

)p ]
for all u ∈ H1, and that E(Qd,p) = 0. In particular it follows that Im ≥ 0 for
m ≤ m0, and thence, by Lemma 3.3, that Im = 0 for m ≤ m0.

Now suppose m > m0. Choose λ > 1 such that M(λQd,p) = m. Then
E(λQd,p) < 0, showing that Im < 0. If it were true that Im > −∞, then by
Theorem 1.8 and Lemma 1.6, there would exist ω > 0 such that ϕω ∈ Gm, so
that in particular M(ϕω) = m. But it is easy to check that when k = 0 and
p = 4/d, one has M(ϕω) = M(Qd,p) for all ω > 0, which is impossible since
m > m0. Therefore we must have that Im = −∞.

Finally, note that for ω > 0 we have

ϕω(x) = ωd/4Qd,p(ω
1/2x)

by (1.9). From this it follows easily that M(ϕω) = M(Qd,p).

Lemma 4.5. Suppose d ≥ 1, k = 0, and p > 4/d. Then Im = −∞ for all
m > 0.

Proof. For any given m > 0, fix u ∈ H1 such that M(u) = m and
∫
|u|p+2 dx >

0 (clearly such a u exists). For α > 0, define uα(x) = αd/2u(αx). Then for all
α > 0 we have M(uα) = m and

E(uα) = α2

(
1

2

∫
|∇u|2 dx

)
− αdp/2

(
1

p+ 2

∫
|u|p+2 dx

)
.

Since dp/2 > 2, the second term in the expression for E(uα) will dominate the
first term as α→∞. Therefore lim

α→∞
E(uα) = −∞, and hence Im = −∞.

Lemma 4.6. Suppose d = 1 and k = 1. For each p ≥ 4, there exists m0 =
m0(p) such that Im = 0 for m ≤ m0 and −∞ < Im < 0 for m > m0.
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Proof. When k = 1 and d = 1, it follows from part 1 of Lemma 4.1 that
Im > −∞ for all p > 0 and all m > 0. We also have for all ω > 0 and all p > 0
the explicit formula

ϕw(x) = ϕω,β,1,1,p(x) =

(
ω(p+ 2)

2

)1/p

sech2/p

(
pθx

2

)
,

where θ =

√
ω

1 + βω
. A straightforward but tedious computation (see page 27

of [29] for formulas for the definite integrals involved) shows that

M(ϕω) =

(
ω(p+ 2)

2

)2/p
2Cp
pθ

[
1 +

(
βωp

(1 + βω)(4 + p)

)]
E(ϕω) =

(
ω(p+ 2)

2

)2/p
Cpω

pθ(4 + p)

[
p

1 + βω
− 4

]
,

(4.7)

where Cp =
Γ( 1

2 )Γ( 2
p )

Γ( 2
p + 1

2 )
. Define m : (0,∞)→ (0,∞) by m(ω) = M(ϕω).

When p = 4, we see from (4.7) that m′(ω) > 0 for all ω > 0, lim
ω→0

m(ω) =
√

3π

2
, and lim

ω→∞
m(ω) = ∞. Therefore, if we define m0 =

√
3π
2 , we see that to

each m > m0 there corresponds a unique ω ∈ (0,∞) such that m = m(ω). We
also see from (4.7) that when p = 4, we have E(ϕω) < 0 for every ω > 0. It
thus follows that Im < 0 for every m > m0. On the other hand, for m ≤ m0 we
have Im ≤ 0 by Lemma 3.3, and if Im < 0 then by Theorem 1.8 and Lemma
1.6 there exists some ω > 0 such that ϕω ∈ Gm, and in particular m(ω) = m.
But this contradicts the fact that m(ω) > m0 for all ω > 0. Therefore we must
have Im = 0.

When p > 4, we find from (4.7) that m′(ω) < 0 for 0 < ω < ω1, m′(ω1) = 0,
and m′(ω) > 0 for ω > ω1, where

ω1 =
(p− 4)

√
4 + p

(4
√

4 + p+
√

8p)β
. (4.8)

Also, E(ϕω2) = 0, where

ω2 =
p− 4

4β
. (4.9)

Notice that ω2 > ω1 for all p > 4.
Define m0 = M(ω2). By Lemma 3.3, Im0

≤ 0. But if Im0
< 0, then by

Theorem 1.8 and Lemma 1.6 there exists some ω > 0 such that m(ω) = m0

and E(ϕω) = Im0 < 0. The equation m(ω) = m0 has exactly two solutions:
ω = ω2 and ω = ω3, where ω3 < ω1 < ω2. Since E(ϕω2) = 0, then ω cannot
equal ω2. But from (4.7) we see that because ω3 < ω2, then we must have
E(ϕω3

) > 0, so ω cannot equal ω3 either. This shows that Im0
must equal 0,

and from Lemma 3.3 it follows that Im = 0 for all m ∈ (0,m0) as well. On the
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other hand, if m > m0, then m = m(ω) for some ω > ω2, and from (4.7) we get
that E(ϕω) < 0, proving that Im < 0.

Lemma 4.7. Suppose d ≥ 2, 0 ≤ k ≤ d−1, and p > 4/(d−k). Then Im = −∞
for all m > 0.

Proof. Let m > 0 be given, and fix u ∈ H1 such that M(u) = m. For each
α > 0, define

uα(x) = αu(α2/(d−k)x, y).

Then for all α > 0 we have M(uα) = m and

E(uα) =
1

2

∫
|∇yu|2 dx + α4/(d−k)

(
1

2

∫
|∇xu|2 dx

)
−αp

(
1

p+ 2

∫
|u|p+2 dx

)
.

Since p > 4/(d−k), it follows that lim
α→∞

E(uα) = −∞. Therefore Im = −∞.

Lemma 4.8. Suppose d ≥ 3, 0 ≤ k ≤ d, and p > 4/(d − 2). Then Im = −∞
for all m > 0.

Proof. Fix u ∈ H1 such that
∫
|u|p+2 dx > 0, and for each α > 0 define

uα(x) = αu(αrx),

where r is any number such that

2

d− 2
≤ r < p+ 2

d
.

(The existence of a such a number r is guaranteed because p > 4/(d − 2).)
Then by taking αn to be any sequence such that lim

n→∞
αn = ∞ and setting

un = uαn
, we obtain a sequence {un} which is bounded in H1 and which

satisfies lim
n→∞

|un|p+2 =∞.

Fix m > 0 and define ũn = βnun, where βn =
√
m/M(un), so that M(ũn) =

m for all n ∈ N. Since {un} is bounded in H1, then there exists ε > 0 such that
for all n ∈ N, βn ≥ ε and therefore

E(ũn) ≤ β2
n

(
1

2

∫
|∇un|2 dx−

εp

p+ 2

∫
|un|p+2 dx

)
. (4.10)

For n sufficiently large, the quantity in parentheses in (4.10) is negative, and
therefore we have that

E(ũn) ≤ ε2
(

1

2

∫
|∇un|2 dx−

εp

p+ 2

∫
|un|p+2 dx

)
. (4.11)

But as n goes to infinity the first integral on the right-hand side of (4.11) remains
bounded, while the second integral goes to infinity. Therefore lim

n→∞
E(ũn) =

−∞, and hence Im = −∞.
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Lemma 4.9. For all d ≥ 1, all k such that 0 ≤ k ≤ d, and all p > 0, there
exists m0 > 0 such that Im < 0 for all m < m0. (Note that Im could be −∞.)

Proof. Choose any u ∈ H1 such that u is not identically zero. For every m > 0,
if we define a = m/

√
M(u), we have that M(au) = m. Then

E(au) = a2

(
1

2

∫
|∇u|2 dx

)
− ap+2

(
1

p+ 2

∫
|u|p+2 dx

)
,

and since a → ∞ as m → ∞, we have that E(au) < 0, and hence Im < 0, for
m sufficiently large.

Lemma 4.10. Suppose d ≥ 2 and 1 ≤ k ≤ d. Assume
4

d
≤ p < min

(
4

d− k
, pc(d)

)
(if k 6= d), or

4

d
≤ p < pc(d) (if k = d). Then there exists m0 > 0 such that

Im = 0 for 0 ≤ m < m0 and −∞ < Im < 0 for m > m0.

Proof. From (1.9) and (1.5) we see that

M(ϕω) = ω(4−dp)/(2p)(1 + βω)k/2
(

1

2

∫
R2(x) dx

)
+ ω(4−dp)/(2p)+1(1 + βω)(k/2)−1

(
β

2

∫
(∇yR)2(x) dx

)
.

(4.12)

First we observe that when p ≥ 4/d, M(ϕω) takes a positive minimum value
for ω ∈ (0,∞). Indeed, if p > 4/d, then in the first term on the right-hand side of
(4.12), the exponent of ω is negative, and hence lim

ω→0+
M(ϕω) =∞. On the other

hand, lim
ω→∞

M(ϕω) = ∞, because both terms on the right-hand side of (4.12)

are of order ω(4−(d−k)p)/(2p) as ω →∞, and 4− (d− k)p > 0. Since M(ϕω) is a
continuous function of ω on the interval (0,∞), it must therefore take a positive
minimum value m1 on this interval. Similarly, if p = 4/d, then from (4.12) we
see that lim

ω→0+
M(ϕω) is a finite positive number, and lim

ω→∞
M(ϕω) = ∞; again

we can conclude that M(ϕω) takes a positive minimum value m1 on (0,∞).
We claim that for 0 < m < m1, Im = 0. If not, then by Lemma 3.3, there

exists some m ∈ (0,m1) such that Im < 0. By part 3 of Lemma 4.1, we have
that Im > −∞ as well. Therefore it follows from Lemma 1.6 and Theorem 1.8
there exists ω > 0 such that M(ϕω) = m. But this contradicts the definition of
m1.

Now define m0 = sup {m > 0 : Im = 0}. Since m0 ≥ m2, we know that
m0 > 0, and from Lemmas 3.3 and 4.9 we obtain that m0 is finite, with Im = 0
for all m < m0 and Im < 0 for all m > m0. By part 3 of Lemma 4.1, Im > −∞
for all m > m0.

Theorem 4.11. Suppose d ≥ 1 and k = 0.
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1. If 0 < p < 4/d, then −∞ < Im < 0 for all m > 0. More specifically, we
have −∞ < I1 < 0 and

Im = I1m
(4+(2−d)p)/(4−dp) (4.13)

for all m > 0. Hence Gm is stable for all m > 0.

2. If p = 4/d, then Im = 0 for m ≤ m0 and Im = −∞ for m > m0, where
m0 = M(Qd,p), with Qd,p defined as in Lemma 1.3. We have m0 = M(ϕω)
for all ω > 0.

3. If p > 4/d, then Im = −∞ for all m > 0.

Proof. When 0 < p < 4/d, it follows from Lemmas 4.1 and 4.3 that −∞ <
Im < 0 for all m > 0. Equation (4.13) follows from an easy scaling argument:
fix any m > 0, and for each u ∈ H1 such that M(u) = 1, define ũ(x) =
m2/(4−dp)u(mp/(4−dp)x). Then M(ũ) = m and E(ũ) = m(4+(2−d)p)/(4−dp)E(u).
Taking the infimum over all u such that M(u) = 1 gives (4.13). The stability
of Gm follows from Theorem 1.8.

The cases p = 4/d and p > 4/d are handled in Lemmas 4.4 and 4.5.

Theorem 4.12. Suppose d ≥ 1 and 1 ≤ k ≤ d.

1. If 0 < p < 4/d, then −∞ < Im < 0 for all m > 0. Hence Gm is stable for
all m > 0.

2. Suppose
4

d
≤ p < min

(
4

d− k
, pc(d)

)
(if k 6= d), or

4

d
≤ p < pc(d) (if

k = d). Then there exists m0 = m0(d, k, p) > 0 such that Im = 0 for
0 ≤ m < m0 and −∞ < Im < 0 for m > m0. Hence Gm is stable for all
m > m0.

3. Suppose p > min

(
4

d− k
, pc(d)

)
(if k 6= d) or p > pc(d) (if k = d). Then

Im = −∞ for all m > 0.

Proof. Part 1 holds by Lemmas 4.1 and 4.3. Part 2 holds for d = 1 by Lemma
4.6, and for d ≥ 2 by Lemma 4.10. Part 3 follows from Lemmas 4.7 and 4.8.
The assertions of the stability of Gm follow from Theorem 1.8.

Remarks. Theorem 4.12 does not cover the case when p = min
(

4
d−k , pc(d)

)
.

We expect that a result analogous to Lemma 4.4 holds for all d ≥ 2 when k = 1
and p = 4/(d− 1). We do not pursue this topic here, however.
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5 Stable bound states

This section is devoted to the proof of Theorem 1.9. Our exposition follows the
lines of the proof given in [20] for the corresponding result for the NLS equation,
adapting the argument there as necessary for our situation.

In what follows, we assume that k ≥ 0, β > 0, and ω > 0 have been fixed.
We will drop the subscript ω from our notation for the bound state ϕω and the
action functional Sω, referring to them simply as ϕ and S.

For each ε > 0, define

Uε =

{
v ∈ H1 : inf

θ∈R,y∈Rd
‖eiθv(· − y)− ϕ‖1 < ε

}
.

Recall that the real inner product (·, ·)2 on L2 was defined in (2.1).

Lemma 5.1. There exist ε > 0 and two functions σ : Uε → R and Y : Uε → Rd
such that for all v ∈ Uε,

|eiσ(v)v(· −Y(v))− ϕ|2 = inf
θ∈R,y∈Rd

∣∣eiθv(· − y)− ϕ
∣∣
2
. (5.1)

Furthermore, the function w = eiσ(v)v(· −Y(v)) satisfies

(w, iϕ)2 = 0 (5.2)

and (
w,

∂ϕ

∂xj

)
2

= 0 for all j ∈ {1, . . . , d} . (5.3)

Proof. This is proved in Lemma 6.2 of [20]; for the reader’s convenience we
sketch the proof here. Define ϕ(θ,y, v) = |eiθv(· − y) − ϕ|2, and note that for
sufficiently small ε > 0, if v ∈ Uε then there exists (θ̃, ỹ) ∈ R× Rd such that

ϕ(θ̃, ỹ, v) = inf
(θ,y)∈R×Rd

ϕ(θ,y, v).

Indeed, suppose v ∈ Uε, and let (θn,yn) be such that limn→∞(θn,yn, v) =
inf(θ,y)∈R×Rd ϕ(θ,y, v). If ε is sufficiently small, then ϕ(θ,y, v) > ε for |y|
sufficiently large; and therefore the sequence {(θn,yn)} must be bounded in
R× Rd. Hence some subsequence of {(θn,yn)} converges to a minimizer (θ̃, ỹ)
for ϕ(θ,y, v), and we must have F (θ̃, ỹ, v) = 0, where F (θ,y, v) is the derivative
of ϕ(θ,y, v) with respect to (θ,y).

By the Implicit Function Theorem, there exist δ > 0 and ε > 0 such that for
each v satisfying ‖v−ϕ‖1 < ε, the equation F (θ,y, v) = 0 has a unique solution
(θ0,y0) satisfying |(θ0,y0)| < δ. From the equation F (θ0,y0, v) = 0 it follows
that (5.2) and (5.3) hold if we set σ(v) = θ0 and Y(v) = y0. But according
to Lemma 6.1 of [20], by taking ε smaller if necessary we can guarantee that
|(θ̃, ỹ)| < δ. Therefore by uniqueness we must have (θ̃, ỹ) = (θ0,y0), and so
(5.1) holds as well.
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Our next goal is to analyze the properties of the second variation S′′(ϕ) of
S at ϕ. In general, for u ∈ H1, we define S′′(u) : H1 → H−1 as the operator
such that

S(w)− S(u) = 〈S′(u), w − u〉+
1

2
〈S′′(u)(w − u), w − u〉+ o(‖w − u‖21) (5.4)

as ‖w − u‖1 → 0, where 〈·, ·〉 denotes the pairing between H1 and H−1 defined
in (2.2).

A computation shows that if w ∈ H1 is written as w = u+ iv, where u ∈ H1
R

and v ∈ H1
R are the real and imaginary parts of w, then

〈S′′(ϕ)w,w〉 = 〈L1u, u〉+ 〈L2v, v〉, (5.5)

where L1 and L2 are defined as operators from H1
R to H−1

R by

L1u = −∆u+ ωPβu− (p+ 1)ϕpu

L2v = −∆v + ωPβv − ϕpv.

For u, v ∈ H2
R, we have that L1u and L2v are in L2(R). Let L̃1 and L̃2 be

the restrictions of L1 and L2 to H2
R; then we can consider L̃1 and L̃2 to be

unbounded operators on L2
R with domain H2

R. One then verifies that L̃1 and L̃2

are self-adjoint operators on L2
R with respect to the inner product (·, ·)2.

For f ∈ L2
R(Rd), define Λ[f ] ∈ L2

R → L2
R by setting, for all x = (x, y) ∈ Rd,

Λ[f ](x) = f(x,
√

1 + βω y).

If we let ϕ0 = Λϕ, and define operators L̃0
1 and L̃0

2 on L2
R by

L̃0
1u = Λ

[
L̃1(Λ−1[u])

]
L̃0

2v = Λ
[
L̃2(Λ−1[v])

]
,

(5.6)

then we have
L̃0

1u = −∆u+ ωu− (p+ 1)(ϕ0)pu

L̃0
2v = −∆v + ωv − (ϕ0)pv.

The operators L̃0
1 and L̃0

2 are exactly the operators discussed in Lemmas 4.12
through 4.19 of [20].

From Lemmas 4.16 and 4.17 of [20], we have that L̃0
1 has only one negative

eigenvalue −λ1, with a one-dimensional eigenspace; and that 0 is an isolated

eigenvalue of L̃0
1, with eigenspace spanned by the functions

{
∂ϕ0

∂xj
: j = 1, . . . , d

}
.

From (5.6) it follows that −λ1 is also a simple eigenvalue for the operator L̃1,
and is the only negative eigenvalue, and that 0 is an isolated eigenvalue of L̃1

with eigenspace spanned by the functions
{
∂ϕ
∂xj

: j = 1, . . . , d
}

. Let e1 be an

eigenvector for L̃1 for the eigenvalue −λ1, normalized so that (e1, e1)2 = 1.
Then we can decompose H1

R as

H1
R = E− ⊕ Z ⊕ E+, (5.7)
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where E− is the one-dimensional subspace spanned by e1, Z is the kernel of L̃1,
and E+ is the image of the spectral projection corresponding to the positive
part of the spectrum of L̃1. The decomposition is orthogonal with respect to
the inner product (·, ·)2, and 〈L̃1f, g〉 defines a positive definite quadratic form
on E+, satisfying the Schwarz inequality

〈L̃1f, g〉 ≤ 〈L̃1f, f〉〈L̃1g, g〉

for all f, g ∈ E+.

Lemma 5.2. Suppose ω > 0 is such that m′(ω) > 0, and let ϕ = ϕω be as
defined in Theorem 1.9. Suppose u ∈ H1

R and u is not identically zero on Rd.
If

(u, Pβϕ)2 = 0 (5.8)

and (
u,

∂ϕ

∂xj

)
2

= 0 (j = 1, . . . , d), (5.9)

then 〈
L̃1u, u

〉
> 0. (5.10)

Proof. We follow the lines of the proof of Lemma 4.19 of [20]. Let H1
r be the

space of all real-valued radial functions in H1(Rd), and define F : R+ ×H1
r →

H−1 by
F (ω, ϕ) = −∆ϕ+ ωPβϕ− ϕp+1.

From equation (1.6), we have that F (ω, ϕ) = 0. We claim that ϕ = ϕω depends
differentiably on ω. To see this, we apply the Implicit Function Theorem to
(1.6). Let D : H1

r → H−1 be the derivative of F with respect to ϕ, evaluated
at (ω, ϕω). One finds that D is the restriction of L̃1 to H1

r . As noted above,
the kernel of L̃1 in H1 consists of linear combinations of the functions ∂ϕ

∂xj
,

j ∈ {1, . . . , d}. For each j ∈ {1, . . . , d}, since ∂ϕ
∂xj

is odd in xj , it is orthogonal

to H1
r . Therefore the kernel of D is trivial, and so it follows from the implicit

function theorem that the map ω 7→ ϕω is a differentiable map from R+ to H1
r .

We are therefore justified in taking the derivative of (1.6) with respect to ω.
This yields the equation

L̃1ψ = −Pβψ,

where ψ = ∂ϕω

∂ω . Note that we have also shown that(
ψ,

∂ϕ

∂xj

)
2

= 0 (j = 1, . . . , d). (5.11)

Since
d

dω
(ϕ, Pβϕ)2 = −2〈L̃1ψ,ψ〉,
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it follows from our assumption m′(ω) > 0 that

〈L̃1ψ,ψ〉 < 0. (5.12)

Taking the decomposition (5.7) into account, and using (5.9) and (5.11), we can
write

u = µe1 + ξ

ψ = νe1 + η,

where µ, ν ∈ R and ξ, η ∈ E+.
If µ = 0, we are done, because we then have 〈L̃1u, u〉 = 〈L̃1ξ, ξ〉 > 0.

Therefore we may assume that µ 6= 0. Observe that (5.8) implies

0 = (u, Pβϕ)2 = −〈L̃1ψ, u〉 = µνλ1 − 〈L̃1ξ, η〉,

and therefore
〈L̃1ξ, η〉 = µνλ1. (5.13)

We claim that η 6= 0, because the assumption η = 0 leads to a contradiction:
if η = 0, then necessarily ν 6= 0, so (5.13) implies 〈L̃1ξ, η〉 6= 0, contradicting
η = 0. Hence 〈L̃1η, η〉 > 0, and we can use the Schwarz inequality for the form
〈L̃1·, ·〉 on E+ to write

〈L̃1u, u〉 = −µ2λ1 + 〈L̃1ξ, ξ〉

≥ −µ2λ1 +
〈L̃1ξ, η〉2

〈L1η, η〉
.

From (5.13) it then follows that

〈L̃1u, u〉 ≥ −µ2λ1 +
µ2ν2λ2

1

〈L̃1η, η〉

=
−µ2λ1

(
ν2λ1 + 〈L̃1ψ,ψ〉

)
+ µ2ν2λ2

1

〈L̃1η, η〉
=
−µ2λ1〈L̃1ψ,ψ〉
〈L̃1η, η〉

.

When combined with (5.12), this proves (5.10).

From Lemma 5.2, via a standard argument (see, for example, the proof of
Lemma 4.13 of [20]), one obtains the following corollary.

Corollary 5.3. Under the same assumptions as in Lemma 5.2, there exists
δ1 > 0 such that for all u ∈ H1

R satisfying (5.8) and (5.9), we have

〈L̃1u, u〉 ≥ δ1‖u‖21.
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Lemma 5.4. Under the same assumptions as in Lemma 5.2, there exists δ > 0
such that for all w ∈ H1 satisfying

(w,Pβϕ)2 = 0, (5.14)

(w, iϕ)2 = 0, (5.15)

and (
w,

∂ϕ

∂xj

)
2

= 0 for all j ∈ {1, . . . , d} , (5.16)

we have
〈S′′(ϕ)w,w〉 ≥ δ‖w‖21. (5.17)

Proof. Suppose w = u+ iv ∈ H1 satisfies (5.14), (5.15), and (5.16). From (5.15)
we have that

0 = (v, ϕ)2 = (Λv, ϕ0)2,

and hence, by Lemma 4.13 of [20], there exists a number δ2 > 0, which is
independent of w, such that

〈L̃0
2(Λv),Λv〉 ≥ δ2‖Λv‖21.

From (5.6) it then follows that

〈L̃2v, v〉 ≥ δ2‖v‖21. (5.18)

The estimate (5.17) now follows immediately from (5.5), Corollary 5.3, and
(5.18).

Lemma 5.5. Under the same assumptions as in Lemma 5.2, there exist ε > 0
and C > 0 such that for all v ∈ Uε satisfying M(v) = M(ϕ), we have

E(v)− E(ϕ) ≥ C inf
θ∈R,y∈Rd

‖eiθv(· − y)− ϕ‖21.

Proof. Choose ε > 0 sufficiently small that Lemma 5.1 applies, and suppose
v ∈ Uε satisfies M(v) = M(ϕ). Define w ∈ H1 by

w = eiσ(v)v(· −Y(v)),

so that by Lemma 5.1 we have that (5.2) and (5.3) hold.
Define z ∈ H1 by

z = (w − ϕ)− λPβϕ, (5.19)

where

λ =
(w − ϕ, Pβϕ)2

|Pβϕ|22
,
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so that
(z, Pβϕ)2 = 0. (5.20)

Note that since ϕ and Pβϕ are real-valued, we have that

(ϕ, iϕ)2 = 0

(Pβϕ, iϕ)2 = 0.

Also, since Pβ is self-adjoint on L2 and ∂
∂xj

is skew-adjoint on L2 for each

j ∈ {1, . . . , d}, we have that (
ϕ,

∂ϕ

∂xj

)
2

= 0,(
Pβϕ,

∂ϕ

∂xj

)
2

= 0.

Therefore
(z, iϕ)2 = 0 (5.21)

and, for each j ∈ {1, . . . , d}, (
z,
∂ϕ

∂xj

)
2

= 0. (5.22)

From (5.20), (5.21), (5.22), and Lemma 5.4, we get that

〈S′′(ϕ)z, z〉 ≥ δ‖z‖21. (5.23)

Note now that for all v1, v2 ∈ H1 we have

M(v1 + v2) = M(v1) +M(v2) + (Pβv1, v2)2 .

Therefore, from the assumption M(v) = M(ϕ) we deduce that

0 = M(v)−M(ϕ) = M(w)−M(ϕ) = M(w − ϕ) + (Pβϕ,w − ϕ)2 ,

and hence that

|λ| = |M(w − ϕ)|
|Pβϕ|22

≤ C‖w − ϕ‖21 (5.24)

for some constant C which is independent of our choice of v ∈ Uε. From (5.19)
and (5.24) it follows that there exist constants C1 > 0 and C2 > 0, independent
of v ∈ Uε, such that

C1‖w − ϕ‖1 ≤ ‖z‖1 ≤ C2‖w − ϕ‖1. (5.25)

Starting from (5.4), recalling that S′(ϕ) = 0 by Lemma 1.5, and using (5.19),
we can write

S(v)− S(ϕ) = S(w)− S(ϕ)

=
1

2
〈S′′(ϕ)(w − ϕ), w − ϕ〉+ o

(
‖w − ϕ‖21

)
=

1

2

{
〈S′′(z), z〉+ λ2〈S′′(ϕ)Pβϕ, Pβϕ〉+ 2λ〈S′′(ϕ)Pβϕ, z〉

}
+ o

(
‖w − ϕ‖21

)
(5.26)
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as ‖w − ϕ‖1 → 0. Since∣∣λ2〈S′′(ϕ)Pβϕ, Pβϕ〉
∣∣ ≤ C|λ|2 ≤ C‖w − ϕ‖41

and
|λ〈S′′(ϕ)Pβϕ, z〉| ≤ C|λ|‖z‖1 ≤ C|λ|‖w − ϕ‖1 ≤ C‖w − ϕ‖31,

it follows from (5.23), (5.25), and (5.26) that

S(v)− S(ϕ) ≥ 1

2
〈S′′(ϕ)z, z〉+ o(‖w − ϕ‖21)

≥ δ

2
‖z‖21 + o

(
‖w − ϕ‖21

)
≥ δ

4
‖w − ϕ‖21

for ‖w − ϕ‖1 sufficiently small.
Hence, if M(v) = M(ϕ), v ∈ Uε, and ε is sufficiently small, we can conclude

that

E(v)− E(ϕ) = S(v)− S(ϕ) ≥ δ

4
‖w − ϕ‖21,

from which the statement of the Lemma follows.

Proof of Theorem 1.9. Theorem 1.9 follows easily from Lemma 5.5, by the
following (standard) argument, which we paraphrase from [22]. Suppose the
assertion of the theorem is false; then there exist a number ε > 0 and sequences
{u0,n} in Xk,1, {θn} in R, {yn} in Rd, and {tn} in R such that

lim
n→∞

‖eiθnu0,n(· − yn)− ϕ‖H1 = 0, (5.27)

and for all n ≥ 1, θ ∈ R, and y ∈ Rd,

‖eiθun(· − y, tn)− ϕ‖H1 ≥ ε, (5.28)

where un(x, t) is the solution of (1.4) with initial data un(x, 0) = u0,n(x).
From (5.27) we deduce that lim

n→∞
E(u0,n) = E(ϕ) and lim

n→∞
M(u0,n) =

M(ϕ), and since E and M are conserved functionals for the flow of (1.4), it
follows that

lim
n→∞

E(un(·, tn)) = E(ϕ) and lim
n→∞

M(un(·, tn)) = M(ϕ).

For n ≥ 1, define

vn(x) =

(
M(ϕ)

M(un(·, tn))

)1/2

un(x, tn);
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then we have that M(vn) = M(un(·, tn)) for all n, while lim
n→∞

E(vn) = E(ϕ)

and lim
n→∞

‖vn− un(·, tn)‖H1 = 0. Choose N0 such that ‖vn− un(·, tn)‖H1 ≤ ε/2
for all n ≥ N0. For every n ≥ N0, every θ ∈ R and every y ∈ Rd, we have∥∥eiθvn(· − y)− ϕ

∥∥
H1 ≥

∥∥eiθun(· − y, tn)− ϕ
∥∥
H1 −

∥∥eiθ [un(· − y, tn)− vn(· − y)]
∥∥
H1

≥ ε− ‖vn − un(·, tn)‖ ≥ ε

2

by (5.28), which shows that

inf
θ∈R,y∈Rd

∥∥eiθvn(· − y)− ϕ
∥∥
H1 ≥

ε

2

for n ≥ N0. But on the other hand, from Lemma 5.5 we have that

lim
n→∞

inf
θ∈R,y∈Rd

∥∥eiθvn(· − y)− ϕ
∥∥
H1 = 0,

a contradiction.
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